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How Does BICSI 002 Fit?

« Written to be used in conjunction with other standards/publications, such as
— TIA: 942, 568C, 5698,
— ISO/IEC:11801, 24764
— CENELEC: EN 50173, 50174
— NFPA: 70 (NEC®), 75
— ASHRAE: Datacom and Data Centre
— |IEEE: 493, 1100 (Gold and Emerald Books)
— EN 50600
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Setting the Strategy

 What do we want

— Resilience

— Efficiency
« How much of it do we want
« When do we want it
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Requirements
of Business

Recovery
Priority
Order

Recovery
Point

Objective

Recovery Point

Objective (data loss)

Bank KK Central System Services 1 120 mins Based on the differential
replication (1-5 min)
Bank ATM Centre System Services 2 120 mins Based on the differential
replication (1-5 min)
Bank Central Banking System Services 1 120 mins. 0
Bank Wide Area Network Backbone Layer 2 20 mins. 0
Management and Operation Services
Bank Institutions Online Connectivity Services 3 Finart + 60 EFT (1-10 mins)
(RTGS and SWIFT services) mins. SWIFT (0-24 hours)
Bank Internet Banking Services 4 Finart + 120 0
mins.
Bank Institutions Online Connectivity Services (tax, 5 Finart + 60 0
social security, Bagkur) mins.
Bank Messaging Systems Services 6 120 mins. 0-24 hours
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Annex B - Reliability

* Risk Analysis
 Reliability Planning
e Data Centre Classes

Identify operational Identify availability Define impact of
requirements requirements downtime

Identify required availability Class
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Lets Consider a Single Data Center

I
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Annex B - Reliability

Operational Classifications

Annual Allowable
Maintenance Operational

Description Hours Level

Functions are operational less than 24 hours a day
and less than 7 days a week. Scheduled > 400 0
maintenance “down” time is available during
working hours and off hours

Functions are operational less than 24 hours a day
and less than 7 days a week. Scheduled 100 — 400 1
maintenance “down” time is available during
working hours and off hours

Functions are operational up to 24 hours a day, up
to 7 days a week, and up to 50 weeks per year. 50 — 99 2
Scheduled maintenance “down” time is available
during working hours and off hours

Functions are operational 24 hours a day, 7 days a
week for 50 weeks or more. — No scheduled 0—49 3
maintenance “down” time is available during
working hours

Functions are operational 24 hours a day, 7 days a 0 4
week for 52 weeks each year. No scheduled

maintenance “down” time is available
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Annex B - Reliability

Availability Ranking

Allowable Maximum Annual Downtime (Minutes)

OPf_f\::;"a' >5000 | 500to | 50to | 5to 0.5to
5000 500 50 5.0
0 0 0 1 2 2
1 0 1 2 2 2
> 1 2 2 2 3
3 2 2 2 3 4
4 2 3 3 4 4

Availability Ranking

Allowable Availability (Expressed as 9’s)

Operational | _ g9, | 999 to | 99.9% to |99.99% to [99.999% to
Level 99.9% | 99.99% | 99.999% | 99.9999%
0 0 0 1 2 2
1 0 1 2 2 2
2 1 2 2 2 3
3 2 2 2 3
‘ 4 2 3 3 4 4
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Annex B - Reliability

Impact of Downtime

Impact of

Description Downtime

Local in scope, affecting only a single function or operation,
resulting in a minor disruption or delay in achieving non-critical Sub-local
organizational objectives.

Local in scope, affecting only a single site, or resulting in a minor
disruption or delay in achieving key organizational objectives. Local

Regional in scope, affecting a portion of the enterprise (although
not in its entirety) or resulting in a moderate disruption or delay Regional
in achieving key organizational objectives.

Multiregional in scope, affecting a major portion of the enterprise
(although not in its entirety) or resulting in a major disruption or Multiregional
delay in achieving key organizational objectives.

Affecting the quality of service delivery across the entire
enterprise, or resulting in a significant disruption or delay in Enterprise
achieving key organizational objectives.




Annex B - Reliability

Determine Data Center Class

4

Availability Rank
D2 0 1 2 3 4
Downtime

Sub-local Class FO Class FO Class F1 Class F2 Class F2
Local Class FO Class F1 Class F2 Class F3 Class F3
Regional ClassF1 | ClassF2 | ClassF2 | Class F3 | Class F3
Multiregional ClassF1 | ClassF2 | ClassF3 | Class F3 @sj
‘ Enterprise Class F1 Class F2 Class F3 Class F4 Class F4

7
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Consider Multiple Data Centers

NEW Data Centre s6GUTOZ0
DC 1 and 2 close
enough for
Diverse synchronous back-
connections to up
each DC

Super Online

OFFSITE_ATM &g -
887VAG

Branches Branches



Annex B - Reliability

Operational Classifications

Annual Allowable
Maintenance Operational

Description Hours Level

Functions are operational less than 24 hours a day
and less than 7 days a week. Scheduled > 400 0
maintenance “down” time is available during
working hours and off hours

Functions are operational less than 24 hours a day
and less than 7 days a week. Scheduled 100 — 400 1
maintenance “down” time is available during
working hours and off hours

Functions are operational up to 24 hours a day, up

to 7 days a week, and up to 50 weeks per year. 50 — 99 2
Scheduled maintenance “down” time is available

during working hours and off hours

Functions are operational 24 hours a day, 7 days a
week for 50 weeks or more. — No scheduled 0—49 3
maintenance “down” time is available during
working hours

Functions are operational 24 hours a day, 7 days a 0 4
week for 52 weeks each year. No scheduled
maintenance “down” time is available
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Annex B - Reliability

Availability Ranking

Allowable Maximum Annual Downtime (Minutes)

OPf_f\::;"a' >5000 | 500to | 50to | 5to 0.5to
5000 500 50 5.0
0 0 0 1 2 2
1 0 1 2 2 2
> 1 2 2 2 3
3 2 2 2 3 4
4 2 3 3 4 4

Availability Ranking

Allowable Availability (Expressed as 9’s)

Operational | _ g9, | 999 to | 99.9% to |99.99% to [99.999% to
Level 99.9% | 99.99% | 99.999% |99.9999%

0 0 0 1 2 2

1 0 1 2 2

2 1 2 2 (2) 3

3 2 2 2 4

4 2 3 3 4 4
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Annex B - Reliability

Impact of Downtime

Impact of

Description Downtime

Local in scope, affecting only a single function or operation,
resulting in a minor disruption or delay in achieving non-critical Sub-local
organizational objectives.

Local in scope, affecting only a single site, or resulting in a minor
disruption or delay in achieving key organizational objectives. Local

Regional in scope, affecting a portion of the enterprise (although
not in its entirety) or resulting in a moderate disruption or delay Regional
in achieving key organizational objectives.

Multiregional in scope, affecting a major portion of the enterprise
(although not in its entirety) or resulting in a major disruption or Multiregional
delay in achieving key organizational objectives.

Affecting the quality of service delivery across the entire
enterprise, or resulting in a significant disruption or delay in Enterprise
achieving key organizational objectives.




Annex B - Reliability

Determine Data Center Class

Availability Ray
D2 0 1 2 3 4
Downtime

Sub-local Class FO Class FO Class F1 Class F2 Class F2
Local Class FO Class F1 Class F2 Class F3 Class F3
Regional ClassF1 | ClassF2 | ClassF2 | Class F3 | Class F3
Multiregional ClassF1 | ClassF2 | ClassE3 | Class F3 | Class F4
‘ Enterprise Class F1 Class F2 1; Class F3 !b Class F4 Class F4

7
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Efficiency Target

Estimated current Data Centre power use

Cooling

IT equipment

Power losses

Estimated new Data Centre power use

Cooling

Power losses
IT equipment
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Expansion Factor Calculation

Item
ATM

Branches
Card use
Countries
Employees

Subsidiaries

Current Future
number number Factor Note

100

1600
100
16
24300

200

2250
350
32
27100

Assumed number will increase by 100% over 10
years

1.41 Includes Islamic bank branches

3.50ncrease of 25% per year
2.00

1.12

2.67
Appears some current subsidiaries are not
currently located in DC's, assume they will in
future



Future

= Existing Consolidation/ Day 1 new maximum
e q u I re cabs Existing Total technology Expansion DC requirement

System Istanbul cabs Ankara cabs efficiency factor Factor ref factor requirement  year 10
] ATM 1 0 1 0.7 ATM's 2 1 2
C a p a c I ty Bosnia branches 1 0 1 0.7 Countries 2 1 2
Core banking 1 4 5 0.5 Branches 1.41 3 5
Core switches 3 3 6 0.5 Total cabs 1.71 3 6
Credit cards 1 1 2 0.5 Card use 3.5 1 4
Database 4 3 7 0.5 Branches 1.41 4 6
Domain controllers 0 2 2 0.5 Employees 1.12 1 2
DR — Core Banking 3 0 3 0.7 Branches 1.41 3 5
E-learning 0 1 1 0.7 Employees 1.12 1 2
Fintek 2 1 3 0.5 Total cabs 1.25 2 3
Firewall & security 3 5 8 0.5 Total cabs 1.25 4 5
Malil 3 5 8 0.5 Employees 1.12 4 5
Military credit card 2 0 2 0.7 No change 1.12 2 3
Money transfer 0 1 1 0.7 Branches 141 1 2
MS Office Communicator 1 0 1 0.5 Employees 1.12 1 2
Network LAN 6 10 16 0.5 Total cabs 1.25 8 10
Property database 1 1 New requirement 2 1 2
SAN 2 2 4 0.5 Branches 1.41 2 3
Security 2 2 4 0.5 Employees 1.12 2 3
SMS Production 1 1 0.7 ATM's 2 1 2
Storage 4 10 14 0.7 "Mushroom" 4 10 40
Subsidiary 3 1 4 0.5 Subsidiaries 2.67 2 6
Telephone Banking 4 0 4 0.5 Branches 1.41 2 3
Various 6 2 8 0.5 Employees 1.12 4 5
VM servers 0 1 1 0.5 Employees 1.12 1 2
VOIP 5 1 6 0.5 Employees 1.12 3 4
WAN 5 3 8 0.7 Services 1.12 6 7
Web server 0 1 1 0.5 Employees 1.12 1 2
Total cabs (active) 63 59 123 75 143
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[Existing Istanbul Data Centre Audit - Network

Audit of Existing Facilities — <

Extermal WAN Ink provicen's; |Turkish Teecom [See notes

- N X Exeermal VAN Ink C3pacty 3nd |Copper ana fiore =3
Existing Istanbul Data Centre Audit - Location rezitence
Crverse routing of WAN Inks?  [None [Single: route for each zervice

Dara required [Resar Hores |ﬂ?|

- = - - - [Frotecson of WAN inks [Poor [See rotes
. OCatlon Are there secure (underground) sieciic and [No See comments on IRCOMING COMMES Senvices. hl 4|_.a::mrnwwwﬂ [Not ocaed

communications uilty service entries”

(Does e buldng layout present the abilty to Imit or [Yes Rear door Is let oper’ Erotecson o gemaraton port |7 ! |

restrict physical access to the dat certer™

Cocaton of MDA, [Cumrentiy 151 foor Wior iz
. . IS Shese ARy Putic FaRIpORENOn Svaliahie [ves Strachred syzemtopoiogy [N swucture
. e e et . _ [Backdone cabie type. na
3 there Sdequaes parking Jvatatie = Existing Istanbul Data Centre Audit - Power  |manufscture and wamarty
2 the parking area equioped &' bamier or Yes Horzoetal catie fype,
and © jate venicies fom the extemal .
T g Data requies o [Notes and wamanty
Labed of patch panels and
[Does paring restict pubiic Or COmMErCSl trafc?  |Yes Sub-main Conducior tpe MuS-core cabies ot -
UFs Siemens SSI300 1999 800 |MBIOr CONCEm OF 50F Of SEMEns U [oererr e e
[ ) P OWer & 1he Iabor mane! Saeguee 1o Sapport Yes manufachurertypemodeiage | Socomec Deishys MF elte :o-«
requirements’ = Dom cave nzmiaton

Does ™e extenal proflie of the bulding conceal the  Yes UPS capacity 2% 2008VA, 2 X 1208VA [Semens unit 350 %ee0z Cher WEAZ | oy
exstence of & dats center Scity” o have ampie capacty

. Are the exiemal wails of the facity consTuced © | Yes UFS reclience NN [Woud bt 900G Dl SEASTBUEOR | [or om cabie rays?
. Dopvev:mmﬂm.w = a:C:::’ E— — UFS npul capacky S3CA (Siemens) Do cabie shear matersl FVe NG pienum raged, Increazad fire rsk
ot - L B TEnge oo, Core switches [See notes
OO I ng = there 3 Ioedng doct Wit access Stk bed | [Ne UPS nput tpe [ Snge sueely i
eigne? uFs e bypass? Yes
Are there ramess for the loading dock” e Eage swaches [See notes

UFS ocaton'securty Sazement satChroo™, [Az0 evigence of vermin [tme/capacty/speed
vunerane to food SCSIlinks to SANT [See notes.

&l

&5 1080iNg 0OCK SO 3230ING Bres 3eCUre 3n0

segregated from sensitve areas?
PY UFS oad TEDLVA astuming 2 ¥ 1080 | Currenthisione ¥ avalisbie Eokh Cabie es ~ A hoc
on smaler UPS - types - copper
Ak Cable types - copper [Agnoc
UFS batery aumononmy ebnown Appears 1o be 3 iot of batteries and | Fakring recors” =
than mar 50 i Ieast 20 mini 4'::: —
Fral dsrbution hpe TFou GRS [Auma®=d psching system®  [No

Final dsrbution resilience Dezign iz N+N bet very Lateiing uncear, no schemate, ime [

.
dffcut 1o contrm
. e r I mpemarabor
C u Fral dsOUon Cpachy [Witre & 10A ana 18A EXE
Rack suppry hypeiocation Ungerfioor IEC socxets See notes
R3CE SuDpry resience Design 2 N+N But vary [Geenoez

=
| 1
e Protection I E

@ffcut 10 contrm
Impiemensation

RaCK SUDEry CONAUCION: Mus-core cabies f&e notes

Eut metenngirack metenng” | Apears to De vancus items  (See notes
. e WO r Seismic protection measures  [None [Baferies in USS room are partculary vunersble

main swichgear, UPS efc
Dscnmination of man fuses Unknown [NOt possibie 1D Check due Io iaCk of nfarmation
- . and breakers
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As-is Data Centers — WAN Executlon x

e Poor protection of
WAN connections to
buildings

 Two connections
per location but if
one damaged the

other becomes

critical
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As-is Istanbul Data Center Location

— :’ﬂ_‘ >,

Wy * Building has limited
"" ' Al - seismic
Y strengthening

 Under main office

e Other risks from
nearby petrol stations
and main road
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As-is Network Both Data Centers x

e No structure to cabling
* Very vulnerable to flood or other damage
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As-is Istanbul Data Center Building x

 Holes in raised floor, not
deep enough

 No bonding or seismic
protection to raised floor

e Sprinklers in surrounding
areas

e Poor fire separation to
surrounding areas

_____1cSl fféé
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As-is Istanbul Data Center Power

Single point of failure at
mains/generator changeover

Overall class 1, 99% available
(planned down time >86 hours per
year)

Suspect lifetime of UPS system on
one side and batteries on other

Poor labelling, no diagram

Some servers not connected to
diverse supplies

UPS batteries vulnerable to seismic
event

27




As-is Cooling Both Data Centers x

Ample capacity, at least 2 x load

* Resilience of cooling systems good but reliant on single
power supply

* Poor air flow management, bypass and recirculation
ina i . N, N
* Resulting in very poor efficiency \| : mmb
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As-is protection Both Data Centers x

* No leak detection -

. No high sensitivity smoke detection,
detectors at bottom of raised floor

« Rooms not sealed, doubts on gas
extinguishing operation

e Gaps in security
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Summary of Discrepancy Analysis

WAN

WAN

Location

Location

Building physical
protection

Power capacity
Power resilience
Cooling capacity and
efficiency

Cooling resilience

Network
Protection

Effiaany

Distance for synchronous
replication

Diverse connections Can be improved by better protection

Separate from main offices

Lower risk area but no
hardening

Seismic risk and hardening

Protection against seismic, fire and
flood risks

Can be improved in some areas but
some risks will remain

200kwW Ample Ample Not required

BICSI 002 Class 3

200kW, good efficiency Ample capacity but very Ample capacity but very Some improvements can be made but
poor efficiency poor efficiency limited by space

BICSI 002 Class 3

BICSI 002

Fire, flood and security Can be improved

Target PUE 1.3 Could be improved to around 1.8




Target Timescale

ID [TaskName Duration 2014
Nov | Dec | Jan |Feb | Mar | Apr [May | Jun | Jul |Aug | Sep | Oct | Nov |

1 |Board gpproval Odays 02/12

2 |Lendpurchase 8 wks

3 |Building design 8 wks

4 |Tender 8 wks

5 |Building permit 8 wks

6 |Construction 16 wks

7 |Technical designs 8 wks

8 |Tender 8 wks

9 |Permits 4 wks

10 |Fitout 12 wks

11 |Commissioning 2 wks

12 |Migration 4 wks

-
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Site Selection

e Site Issues
— Utility
— Transportation

 Regulations
— Noise
— Exhaust

 Natural Environment
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Preliminary
Selection -
27 sites!

| Site adjacencyto fire station <8km
| Site adjacencyto police station <8km

Reference

D efinitely Present

Likely Not Present

Probable Presence (To be

Uncertain of Presence (To be

Hamidkoy Cluster

Data required

2 4

Site | Site |Site

Esen
yurt

Esenyurt Cluster

Akpinar

14

o3 mili blishment

Site adjacencyto minor airport >13km

Total

=1=1=]
=l=l=]
=]=1=]

=]=1=]

=1=1=]
=1=1=]
=1=1=]

=l=l=]
=3=]=]
=1=1=]

=l=l=]

=3 (=] =]
=3=1=]
=]{=]=]

EY=15Y

Site adjacencyto major airport >8km

=]

=
s

|Site adiacency to power plant >8km

Total

=1 =120 =1 =1 =1 =] (=]
oo oo

=1 =15 =](=]
=1 =12 =1 (=1 =] (=] =]
=l =1y =]=]

“opo=loe| [l

=1 =15 (=] (=]
=1 =150 =1 =11 =1 =] =]
=1 {=] =Y (=] (=]
=l =15 =l =1 =l =] =]
=1 =1 =](=]

=l =1 N =1 (=1 (=] =] (=]

B =l =1y =1=]
(== (=] =]
=l =1 T = (=]

=1 =123 =] [=] i (=] (=] (=]

=l =] =1(=]

Y =] =] =]l=]

Site adiacencvto embassy>5km

o] WOoONIO |-

Site adiacencvto political group >5km

= =]

=] (=]

|Site adiacencyto research lab >5km
Site adiacencyto radio/tv transmitter >5km

Total

=10 =] =]
0= o

=15y =1=)
=1 =] =]
=l =l=]

b

NIEeY =1=]

I | N [ jO
L e o S (=]
I | N s O
L e =]
b Jek [N b [

slahlale

nlaplale
slapolalo

=

2 |k N | O

s [ N [ JO

e =)

Site adjacency to landfill >3 2km

Site adjacencyto dump >3 2km

Site adjacencyto quarry >3 2kmn

Site adjacencyto major highway >3 2km

===

M=1{=1{=]

ME=1=0=)

===

Site adiacencyto railwvay >3 2km

Site adiacencvto inland canal >3 2km

Site adiacencyto harbour >3 2km

Total

(=1i=]=]=](=]
=li=li=l=ll=]

(=] =] =]=1{=]
oclolololololole
=l=1=1=1{=]
=1=]=]=](=](=](=](=]

==

nviolololvlolelo
1=11=1 =1 (81 {=1(=1 (5
nviolololvlolole
nviolololvlolele

=] =]

el =] (=]

(8] (=] (=] (=] [{%] [=] (=] [=}
li=]=1=]1*][=]{=](=]

l=1=]

=1 =1 0=1 (S =1 =1 (=]

nlololovlolole
2l =] (=] =] ("] [=][=] (=]

=] =]1{=]* [=](=] (=] L el =]

L =1 =1 ] [ (=1 (=] =]
LN (=] (=] (8] |8 [=] (=] [=]

(o] =] =] =]l=][=]=]=]

Site adiacencyto water or sewage

=]

Site adiacencyto stockyard >3 2km

Site adiacencvto lale >3 2km

Site adjacencyto resernvoir >3 2km

Site adiacencyto dam >3.2km

Total

= =1=] =Y =] =]
= = =)

= =l=12Y =]=]
=l =] 5 (=] (=]
=l=l e =l =]

- 10 1O |-

B =1=1 =1

= (=] =] =] =)
= =1(=1 =] =153
=1 (=] =] =] =%
=l = =] =1 53
=g (=] =] =]

= =) (=] =1

= 0000 |-
=li=1(=] (=] =]
== (=] =] ]

=1 (=] (=] =] 3

- O |0 OO [=
=] (=] =] (=} ]

e =1i=1=1 =1}

= e =l =)
=1 (=] =Y (=] =]
=l =1(=1=] =]

Y =] (=] Y =] =]

Site adiacencyto gas (petrol) station

I~

|

Site adjacencyto paint shop >1 6km

Site adiacencyto overhead HV power line

Site adiacencyto main sub-station >1.6km

Site adjacencyto water storage tower

Total

=l =] =1 =] ]
ml=l=l=l=l

~olololoN
~oloeN
~

==l ==

=1 =] =1=]
=1 =] ==}
=] =] =1=]
L=l =]=)=]
Eal=1 (=] (=] =]

=1 =]=1=]

=l =] =1=]
El=]=]=]=]
eall(=1 (=] =] =]

Erl=1 =] ==}

=1 =] =] =]

Bl=l=l=1=]
() (=] =] (=](=] 7]

|

(=](=]{=]
=l=li=]

[=1{=1{=] Il =1 =] =] =1

(=](=]{=]
=li=li=]
=](=]{=]

N b |

o) Y Y
I b fob
[ =Y Y
N [b | b
N [ |k

N [ |k

N b |t
N [ [k

N |

N [ |k
N [ |

N [ |
N | b
N | b

[=]l=]{=]E=]=]=] =] =] =]

-
-

K
(=1(=10 (=l (=](=] B =1 =] =1 =1 =] D =1 (=1 Y (=] =] (=] (=] =] (=] [=] [=][=] (=] B A =10 =] =1 BN =1 =1 C3 =] =] I (=] (=] (=]

(=1i=]
==

=](=]
[=1(=]
=d=]
=1=]

B
-

=
b [k
- [

b

= [
Y

- b

4.0-14.0 -
4.8 |48

[l
0o
;

hh
wo

4.0 -
4.8

i
0o

4.0 -
4.8

4.0 -
4.8

32-40

N
N
N

| Altitude Above Sea Level (M)

R

96| 98

170 52

147

118| 157

88

156

Grand Total

12] 12] 12

12| 10

13

13

13
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Space Planning

o Space, Power & Cooling Capacities
 Power & Cooling Topologies

 DC support space adjacencies like:
— Operations Centre ‘
— Loading dock
— Storage/Staging
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Architectural

e Design Concepts
— Efficiency
— Access Paths
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Structural

e Wind resistance

* Floor loading

e Celling hanging loads
e Seismic considerations
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Electrical

e Classes of DC's
— Introduces FO concept
— Performance based

e Backup Power

e UPS

e Distribution
Power Monitoring
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Main Power Strategy
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Power supplies to cabinets from bus bars from altemate UPS's

" Power Distribution

* -
Item Totalloaod UPSA UPSB UPSC
Computer room IT load 640 KVA 427 kVA 427 kVA 427 kVA
Entrance facilities 56 kVA 28kVA 42kVA 28kVA
Tape store 11kVA 11kVA OkvA 11kvAa
Control room 11kVA 11kVA 11kVvVA OkVA
Offices and crisis room 7KVA  OkVA T7kVvA  TkVA
Comms room SKVA 9kVA OkVvA 9kvAa
Computer room cooling fans 120kVA 60kVA 60KVA BOKVA
Total 853 kVA 546 kVA 546 kVA 541 kVA




Mechanical

 Environmental Conditions
 Thermal Management

— Equipment & Spaces

— Hot / Cold Aisles

— Supplemental Cooling
 Mechanical Solutions

— CRAC / Chiller

— In-Row / Above Row

— Containment Systems
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Cooling Strategy

Outside
air out

Heat exchanger

Fan (on UPS) Filter
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Fire Protection

Design Elements
— Construction materials
— Equipment space needs

Fire Detection
Fire Suppression
Early Warning Systems
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Fire Growth

Fire development stages

Fire stage
EXTINGUISHING

ASPIRATION DETECTI CONVENTIONAL

DETECTION




Security

Architectural

e Risk & Threat Assessment

lighting
doors, locks, glazing
air intake

o Survelllance & Alarms
environmental desigr
security space and environment
e Access Control f , :
Electronic\ 6perational

Operations

security staffing

post orders

policies and procedures
stalf security awareness
emergency preparedness
contingency planning
standards and

best practices

protection of trade secrets

access control

intrusion detection

video imaging and badging
duress

closed-circuit television
digital video recording
digital video analytics
dedicated audio

- . ’? . -r ~ -
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Building Automation Systems

e Focuses on structured solutions

* Applicable to:
— HVAC and environment controls
— Access controls
— Building management
— Cameras and surveillance
— Lighting
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Network Design Concept
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And then the detail design!

TCL .D ATA
4024 doc register.xlsx 1
23/02/2015
|
Drawing/document register and record of issues
Client Atos/Ziraat Bankasi Issue date
a[alala[ala]z2 4 )
Project name Data Centre Istanbul HEEEIEIEEE:
=|212|15|3|5|5 8 i
| Appointment 2024 eeeg|ele@le &
number/prefix MIEIEIREIEIRIED
Drawing/ document] ”
ref ing/ dec Description Revision/version
G-sw-cC Ground floor south west cable containment 2]3]a 0 7 1
IG-NE-CC Ground floor north east cable containment 2|34 6 7 d
|G-ME Ground floor mechanical and electrical equipment 2(3|4a|8 7|8 4
Jiayout
G-ITSBSEC | Ground floor IT and security 2[3]a 6|7]8 4
G-SW-FALP Ground Floor outh west fire alarm, lighting andpower [ 2| 3| 4 (5 6|7
] u a1
G-NEFALP Ground floor north east fire alarm, lighting andpower | 2| 3 [ 4[5 6|7
01-5wW-CC First floor south west cable containment 2(3]a 6 b
jo1-NE-CC First floor north east cable i 234 & 7
01-ME First floor and electrical layout |2]|3|4(8 ? 1
[01-TSESEC First floor T and security 2[3]a
01-5W-FALP First floor outh west fire alarm, lighting and power 2(3|a|s 6
Consulting Commerclal |
[01-NE-FALP Ground floor north east fire alarm, lighting andpower | 2| 3 [ 45 3 Ao Confidence I
[01-PEN Siab Penetrations il2]als 5 Zirast Bank Data Cantre Project !
o1-sw-ww Walkway layout and details 12 3
G-EXT External Services Equij 23|44 5|6 7 |
& 2 3
$ Ziraat Bankasi
SCH-LVE Low voltage electrical schematic 3lals 7
[SCH-MVE Medium voitage electrical schematic 3 Vendor Specification L 1
Busbar power distribution
|SCH-EG Earthing and Grounding schematic 3 | !
|SCH-FA Fire detection, alarm and extingusing schematic 3|a
DET-SEIS Seismic protection datails
[sp-sow Specification and scope of work ‘ S !
Board Diagrams 290115 B|c
Cable Calculation Report 290115 s T
cable schedule 290115 8lc
Distribution Board Circuit Diagrams 280115 Blc
Electrical Model Issue B BlC
Lighting Corridors A i
Lighting Calculations A o — w—rece!
Load Summary 290115 BlcC
[ Y — -
e et e e e s o .




Results
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